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1 Introduction

This paper provides a brief summary of recent developments and some perti-
nent results in the evolving theory of lattice based neural networks. The first

two sections deal with lattice based correlation memories while the remaining

two sections focus on dendritic computing. The final section outlines some new

research avenues and associated questions.

2 Matrix based associative memories

One of the first goals achieved in the development of lattice based neural net-
works also known as morphological neural networks (MNNs) was the establish-

ment of a morphological associative memory or MAM for short. In its basic
form, this model of an associative memory resembles the well-known correlation

memory or linear associative memory (5]. As in correlation encoding, the mor-

phological associative memory provides a simple method to add new associations.

A weakness in linear correlation encoding is the requirement of orthogonality of

the key vectors in order to exhibit perfect recall of the fundamental associations.

The morphological auto-associative memory does not restrict the domain of the

key vectors in any way. Thus, as many associations as desired can be encoded

into the memory (1,2).
Lattice based associative memories are in many ways similar to the classi-

cal correlation memories but also exhibit many properties that are drastically

different. Before defining lattice based correlation, we need to define the corre-

sponding matrix operations in the lattice domain. Given two m x n matrices

A = (aij) and B = (bij), then then the pointwise maximum, AV B, of A and B,
is the m x n matrix C defined by AVB = C, where ci; = aij V bij. Similarly, the

pointwise minimum AAB is defined as AAB = C, where Cij = aij A bij. If A is

mxpand B is pxn, then the mar product of A and B is the matrix C = AVB,

where Cij = Vi=1(aik +bkj). Observe that this product is analogous to the usual
matrix product Cij = k1 (aik x bk;), with the symbol replaced by V. Since
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Fig. 8. The ball B(a) C R² of radius alpha and center x defined by the city-block

distance.
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Fig. 9. A simple dendritic network that can classify a ball B(a) C R² defined in terms

of the city-block distance.

References

1. Ritter GX, Sussner P, Diaz de Leon JL (1998) Morphological Associative Memories.

IEEE Trans. on Neural Networks 9(2):281-293

2. Ritter GX, Urcid G, Iancu L (2003) Reconstruction of Noisy Patterns Using Mor-

phological Associative Memories. J. of Mathematical Imaging and Vision 19(2):95-
111

3. Ritter GX, Urcid G (2003) Lattice Algebra Approach to Single Neuron Computa-

tion. IEEE Trans. on Neural Networks 14(2):282-295

4. Ritter GX, Iancu L, Urcid G (2003) Morphological Perceptrons with Dendritic
Structure. FUZZ-IEEE2003, St. Louis, Missouri, 1296-1301

5. Kohonen T (1972) Correlation matrix memory. IEEE Trans. on Computers
21:353-359

C-

6. Ritter GX, Iancu L, Schmalz BS (2004) A new auto-associative memory based
on lattice algebra. Proc. of 9th Ibero-American Congress on Pattern Recognition,
Puebla, Mexico, LNCS 3287, Springer Verlag-Heidelberg, 148-155

7. Ritter GX, Gader P (2005) Fixed points of lattice transforms and Lattice associa-
tive Memories, to appear in Advances in Imaging and Electron Physics, Academic
Press.

8. Ritter GX, Selfridge R (2005) A novel approach to the computation of endmembers.
(to appear - preprint available from the authors)


